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Part 1: The Website of COVID-19 Canada
developed by the GW-DSRG (Grace-Wenqing Data Science Research Group)

https://covid-19-canada.uwo.ca
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COVID-19 Canada Website: HOME
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COVID-19 Canada Website: Heat Map of Canada
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COVID-19 Canada Website: Cases Over Time in Canada
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COVID-19 Canada Website: Cases by Province
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COVID-19 Canada Website: Died, Recovered and Infected
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COVID-19 Canada Website: Lab Tests
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COVID-19 Canada Website: ICU and Hospitalization
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COVID-19 Canada Website: Recovery by Age/Gender
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COVID-19 Canada Website: Prediction
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COVID-19 Canada Website: Prediction
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COVID-19 Canada Website: Team Members
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Part 2: Different Estimates from Different Studies

- Meta-Analysis
W He, G Y. Yi, and Y Zhu (2020). Estimation of the basic reproduction number, average incubation time,

asymptomatic infection rate, and case fatality rate for COVID-19: Meta-analysis and sensitivity analysis.

To appear in Journal of Medical Virology.
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Estimate of Average Incubation Time (in Day)

Date Cohort

Tian et al. 12/31/2019 - 02/19/2020 Chinawide

Li et al. up to 01/22/2020 425 cases in Wuhan

Backer et al. 01/20/2020 - 01/28/2020 88 Wuhan travellers

Jiang et al. up to 02/08/2020 50 confirmed cases in Wuhan

Lauer et al. up to 02/24/2020 mainly about China
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Estimate of the Fatality Rate (in Percent)

Date Cohort

Baud et al. up to 03/01/2020 worldwide

Ruan up to 03/21/2020 Chinawide

Verity et al. 01/04/2020 - 02/24/2020 outside Hubei province, China

Wu et al. up to 02/29/2020 Wuhan, China

Sun et al. a meta analysis with ten studies 50466 cases in China

Li et al. 12/2019 - 02/2020 China

Wang et al. up to 02/27/2020 worldwide

Study

Baud et al.

Ruan

Verity et al.

Wu et al.

Sun et al.

Li et al.

Wang et al.

Summary (Random)

Effect Size

5.60

1.38

3.67

1.40

4.30

5.00

3.46

3.34

95% CI

(5.40,5.80)

(1.23,1.53)

(3.56,3.80)

(0.90,2.10)

(2.70,6.10)

(1.00,11.00)

(3.33,3.58)

(2.18,4.49)

SD

0.10

0.08

0.06

0.28

0.87

2.55

0.06

0.59

0 1 2 3 4 5 6 7 8 9 10 11
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Estimate of the Asymptomatic Infection Rate (in Percent)

Date Cohort

Nishiura et al. up to 02/06/2020 565 Japanese nationals evacuated from Wuhan

Kimball et al. 03/13-20/2020 13 long-term care residents in King County, Washington

Song et al. up to 03/06/2020 a single-centre study in Daofu county, Sichuan

Mizumoto et al. up to 02/21/2020 3,711 people on the Diamond Princess cruise ship

Serra 04/02/2020 Northern Italy, 60 volunteer blood donors

Day 04/01/2020 166 new infections

 Study

Nishiura et al.

Kimball et al.

Song et al.

Mizunoto et al.

Serra 

Day 

Summary (Random)

Effect Size

31.00

56.50

21.70

17.90

66.70

78.30

46.00

95% CI

(7.70,54.0)

(36.30,76.80)

(12.80,30.60)

(15.50,20.20)

(54.70,78.60)

(72.00,84.60)

(18.40,73.60)

SD

23.30

10.30

4.50

2.40

6.10

3.20

14.10

0 2.5 5 7.510 15 20 25 30 35 40 45 50 55 60 65 70 75 80 85
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Part 3: Error-Prone COVID-19 Data
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Some Error Sources of COVID-19 Data
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Error-Contaminated COVID-19 Data

Confirmed cases may be under-reported:

Asymptomatic patients

- may not be detected

- may be delayed to be found

e.g.,

Miszunoto et al. (2020): the asymptomatic infection rate ≈ 17.90%

Day (2020): the asymptomatic infection rate ≈ 78.30%

Limited test capacity does not allow infected patients with light symptoms to be

tested.

e.g., As of May 25, 2020
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Error-Contaminated COVID-19 Data

Confirmed cases or discharged recoveries may be error-prone due to testing error:

The accuracy of the current COVID-19 tests is not precisely known.

Example:

Based on the test performance in China and the performance of the influenza

tests, Hutchison (2020) suggested that the sensitivity and specificity of COVID-19

tests were estimated to be 60% and 90%, respectively.

Example:

In China’s Guangdong province, 14% of people who recovered in the province

were later retested to be positive. Similar cases have been reported in other

countries (Guzman 2020).
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Error-Contaminated COVID-19 Data

The incubation time varies from patient to patient.

Source: Wu and McGoogan (2020)

Figure 1. Epidemic Curve of the Confirmed Cases of Coronavirus Disease 2019 (COVID-19)

Ja
n

 1
4

, 
2

0
2

0

1500

1000

500

4000

3500

3000

2500

2000

0

N
o

. 
o

f 
ca

se
s

By date of diagnosis (n = 44 672)By date of onset (n = 44 672)

Confirmed cases only

F
e

b
 1

1
, 

2
0

2
0

F
e

b
 1

0
, 

2
0

2
0

F
e

b
 9

, 
2

0
2

0

F
e

b
 8

, 
2

0
2

0

F
e

b
 7

, 
2

0
2

0

F
e

b
 6

, 
2

0
2

0

F
e

b
 5

, 
2

0
2

0

F
e

b
 4

, 
2

0
2

0

F
e

b
 3

, 
2

0
2

0

F
e

b
 2

, 
2

0
2

0

F
e

b
 1

, 
2

0
2

0

Ja
n

 3
1

, 
2

0
2

0

Ja
n

 3
0

, 
2

0
2

0

Ja
n

 2
9

, 
2

0
2

0

Ja
n

 2
8

, 
2

0
2

0

Ja
n

 2
7

, 
2

0
2

0

Ja
n

 2
6

, 
2

0
2

0

Ja
n

 2
5

, 
2

0
2

0

Ja
n

 2
4

, 
2

0
2

0

Ja
n

 2
3

, 
2

0
2

0

Ja
n

 2
2

, 
2

0
2

0

Ja
n

 2
1

, 
2

0
2

0

Ja
n

 2
0

, 
2

0
2

0

Ja
n

 1
9

, 
2

0
2

0

Ja
n

 1
8

, 
2

0
2

0

Ja
n

 1
7

, 
2

0
2

0

Ja
n

 1
6

, 
2

0
2

0

Ja
n

 1
5

, 
2

0
2

0

Ja
n

 1
3

, 
2

0
2

0

Ja
n

 1
2

, 
2

0
2

0

Ja
n

 1
1

, 
2

0
2

0

Ja
n

 1
0

, 
2

0
2

0

Ja
n

 9
, 

2
0

2
0

Ja
n

 8
, 

2
0

2
0

Ja
n

 7
, 

2
0

2
0

Ja
n

 6
, 

2
0

2
0

Ja
n

 5
, 

2
0

2
0

Ja
n

 4
, 

2
0

2
0

Ja
n

 3
, 

2
0

2
0

Ja
n

 2
, 

2
0

2
0

Ja
n

 1
, 

2
0

2
0

D
e

c 
3

1
, 

2
0

1
9

D
e

c 
3

0
, 

2
0

1
9

D
e

c 
2

9
, 

2
0

1
9

D
e

c 
2

8
, 

2
0

1
9

D
e

c 
2

7
, 

2
0

1
9

D
e

c 
2

6
, 

2
0

1
9

D
e

c 
2

5
, 

2
0

1
9

D
e

c 
2

4
, 

2
0

1
9

D
e

c 
2

3
, 

2
0

1
9

D
e

c 
2

2
, 

2
0

1
9

D
e

c 
2

1
, 

2
0

1
9

D
e

c 
2

0
, 

2
0

1
9

D
e

c 
1

9
, 

2
0

1
9

D
e

c 
1

8
, 

2
0

1
9

D
e

c 
1

7
, 

2
0

1
9

D
e

c 
1

6
, 

2
0

1
9

D
e

c 
1

5
, 

2
0

1
9

D
e

c 
1

4
, 

2
0

1
9

D
e

c 
1

3
, 

2
0

1
9

D
e

c 
1

2
, 

2
0

1
9

D
e

c 
1

1
, 

2
0

1
9

D
e

c 
1

0
, 

2
0

1
9

D
e

c 
9

, 
2

0
1

9

D
e

c 
8

, 
2

0
1

9

15

10

5

0

WHO declares “public

health emergency of

international concern”

Lunar New Year

national holiday

Nationwide mandatory

extended holiday

Another 15

cities shut

down

Wuhan City

shut down

COVID-19

a Class B

notifiable

disease

2019-nCoV

identified

Huanan Seafood

Market closed

2019-nCoV

sequences

first
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3 More cases of

pneumonia found in HICWM

Hospital (for a total of 7)

Dr Zhang reported unusual

pneumonia cases to the

local CDC

4 Unusual cases of pneumonia

(3 in the same family) noticed by

Jixian Zhang, MD, in HICWM Hospital

Active case finding

begins in Wuhan City

Daily numbers of confirmed cases are plotted by date of onset of symptoms (blue) and by date of diagnosis

(orange). Because, on retrospective investigation, so few cases experienced illness in December, these cases are

shown in the inset. The difference between the cases by date of symptom onset curve (blue) and the cases by

date of diagnosis curve (orange) illustrates lag time between the start of illness and diagnosis of COVID-19 by viral

nucleic acid testing. The graph's x-axis (dates from December 8, 2019, to February 11, 2020) is also used as a

symptoms in December were only discovered when retrospectively investigated. Major epidemic response

actions taken by the Chinese government are shown in brown boxes. The normally scheduled Lunar New Year

national holiday is shown in light yellow, whereas the extended holiday during which attendance at school and

work was prohibited (except for critical personnel such as health workers and police) is shown in dark yellow.

This figure was adapted with permission.1 CDC indicates Chinese Center for Disease Control and Prevention;
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Error-Contaminated COVID-19 Data

Heterogeneity:

Since the outbreak of the disease, a large body of research on COVID-19 has been

done and many articles have been published in scientific journals or shared on

platforms such as bioRxir and medRxir.

Different studies have been carried out

- on different patients

- under different conditions,

- and different authors may make different model assumptions.

Simulations of the epidemic have been published under various assumptions to

delineate hidden transmissions of the virus.

Interpretation of the available findings must be coupled with the associated features of

the studies.
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General Framework of Data with Measurement Error

Springer Series in Statistics

Grace Y. Yi

Statistical Analysis 
with Measurement 
Error or 
Misclassi/ cation
Strategy, Method and Application
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Some Sources of Measurement Error (Yi 2017)

Measurement error may refer to random noise, sampling error, or uncertainty/variation

in the measuring process.

Measurement Error= reading error + biological variability + sampling error

reporting error + detecting error + others

Flawed or mismanaged data collection procedures result in imprecise

measurements.

Variables are not accurately measured due to reporting errors for sensitive

questions.

Variables are not accurately measured due to recall bias.

Variables are impossible to measure precisely.

Variables represent averages of certain quantities over time.

Variables may be manipulated artificially.

Variables are too expensive or time consuming to measure precisely.

– p.26/54 –



Impact of Measurement Error

Remarks (Carroll et al. 2006; Yi 2017)

Measurement error in variables may

change the structure of the response model

cause bias in parameter estimation

lead to a loss of power for detecting interesting relationship among variables

mask the features of the data

The effects of measurement error are very complex, depending on the form of

the inference method

the measurement error model

the response model

the association of the covariates

– p.27/54 –



Part 4: Time Series Data with Measurement Error

- Sensitivity Analysis
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Objectives and Challenges

Objectives

Model the daily quantities of interest

- daily confirmed cases

- daily deaths/fatality rates

- daily recoveries

Forecast the trends using historical data

Challenges

Reported data are error-contaminated due to multiple reasons including

limited test capacity / shortage of healthcare personnel

undetected asymptomatic infections / unreported infections with light symptoms

delayed detection due to the incubation period

reporting errors and recall bias

It is difficult to characterize the measurement error process due to

unknown error form

unknown error degree

– p.29/54 –



Time Series Data in Error-Free Settings
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Autoregressive Model

Notation

discrete time series: {Xt : t = 1, . . . , T}

AR(p) Model

Xt = φ0 +

p∑

j=1

φjXt−j + ǫt

where

p is an integer smaller than T

the ǫt are independent of each other and of the Xt

each ǫt has zero mean and variance σ2
ǫ

Interest

estimation of φ = (φ1, . . . , φp)T and φ0

prediction for a short period after T

Remark

The parameters are constrained for stationary time series.

– p.31/54 –



Least Squares Method

Estimation of φ = (φ1, . . . , φp)T

Let S(φ) =
∑T

t=p+1{Xt − (φ0 +
∑p

j=1 φjXt−j)}2

Estimator:

φ̂(LS) = argminφS(φ)

=




T∑

t=p+1

{
X̃t−1 − E(X̃t−1)

}{
X̃t−1 − E(X̃t−1)

}T




−1

×
T∑

t=p+1

{
X̃t−1 − E(X̃t−1)

}
{Xt − E(Xt)} ,

where X̃t−1 = (Xt−1, . . . , Xt−p)T and E(Xt) is estimated by µ̂ = 1
T

∑T
t=1 Xt

φ̂(LS)

0 = µ̂(1−∑p
j=1 φ̂j)

σ̂2(LS)

ǫ = 1
T−p

S(φ̂)

– p.32/54 –



Estimating Equation

Notation

γk = Cov(Xt, Xt−k) for t > p and k = 0, . . . , p

γ = (γ1, . . . , γp)T

Γ: the p× p autocovariance matrix

Alternative Method

Estimators φ̂, φ̂0 and σ̂2
ǫ solve

φ = Γ̂−1γ̂;

φ0 =

(
1−

p∑

i=1

φi

)
µ̂;

σ2
ǫ = γ̂0 − 2φTγ̂ + φTΓ̂φ

Remark

Asymptotic equivalence:

φ̂− φ̂(LS)
p−−→ 0, φ̂0 − φ̂(LS)

0

p−−→ 0 and σ̂2
ǫ − σ̂2(LS)

ǫ

p−−→ 0 as T → ∞
This offers a unified estimation framework in its connections with the least squares

estimation, the maximum likelihood method with the assumption of Gaussian error,

and the Yule-Walker method.
– p.33/54 –



Measurement Error Models
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Measurement Error Models

Notation

Xt: the true variable of interest on day t, which is unobserved

X∗

t : the reported value of Xt

Goal

use the observed {X∗

t : t = 1, . . . , T} to understand / infer

the true process of {Xt : t = 1, . . . , T}

– p.34/54 –



Additive Measurement Error Model

Additive Measurement Error Model

X∗

t = α0 + α1Xt + et

for t = 1, . . . , T , where

et: independent of each other as well as of Xt; has mean 0 and variance σ2
e

α0 represents the systematic error

α1 represents the constant inflation (or shrinkage) due to the measurement error

Remark

If α0 = 0 and α1 < 1, the measurement error process implies that X∗

t tends to be

smaller than Xt if the noise term is ignored.

If α0 = 0 and α1 > 1, the measurement error process implies that X∗

t tends to be

greater than Xt if the noise term is ignored.

This model generalizes the classical additive model considered by Staudenmayer &

Buonaccorsi (2005) who considered the case with α0 = 0 and α1 = 1

– p.35/54 –



Multiplication Measurement Error Model

Multiplicative Measurement Error Model

X∗

t = β0utXt

for t = 1, . . . , T , where

β0: a scaling parameter

ut: independent of each other and of the Xt; has mean 1 and variance σ2
u

Remark

These models are examples of describing the discrepancies between Xt and X∗

t .

Other flexible models may be considered. For example,

- two-piece additive model:

X∗

t = α10 + α11Xt + e1t for t = 1, . . . , T1

X∗

t = α20 + α21Xt + e2t for t = T1 + 1, . . . , T

where T1 represents the day on which measures of curbing the virus start

- mixture of additive and multiplicative models:

X∗

t = α0 + β0utXt + et for t = 1, . . . , T

– p.36/54 –



Bias Analysis for Naive Estimators
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Bias Analysis for the AR(p) model

Naive Analysis

If naively replacing Xt in the AR(p) model with X∗

t , then the working model is

X∗

t = φ∗

0 +

p∑

j=1

φ∗

jX
∗

t−j + ǫ∗t

where

(φ∗

0, φ
∗

1)
T and ǫ∗t show possible difference from the corresponding quantity

in the AR(p) model.

Naive Estimator

φ̂∗

1 and φ̂∗

0 are the least squares estimators of φ∗

1 and φ∗

0

– p.38/54 –



Bias Analysis with AR(1) Model

Theorem 0 Assume that the times series {Xt : t = 1, . . . , T} is AR(1) stationary. Then

φ̂∗

1
p−−→ φ∗

1 and φ̂∗

0
p−−→ φ∗

0 as T → ∞

where

(a) Under the additive measurement error model:

φ∗

1 = φ1ω1 and φ∗

0 =

(
α0 +

α1φ0

1− φ1

)
(1− φ1ω1)

with ω1 =

{
1 +

σ2

e
(1−φ2

1
)

α2

1
σ2
ǫ

}
−1

(b) Under the multiplicative measurement error model:

φ∗

1 = φ1ω2 and φ∗

0 =
β0φ0

1− φ1
(1− ω2φ1)

with ω2 =

{
1 + σ2

u +
σ2

u
φ2

0

σ2
ǫ

1+φ1

1−φ1

}
−1

– p.39/54 –



Bias Analysis with AR(p) Model with p ≥ 2

Theorem 0 Assume that the times series {Xt : t = 1, . . . , T} is AR(p) stationary with

p ≥ 2. Then

φ̂∗

1
p−−→ φ∗

1 and φ̂∗

0
p−−→ φ∗

0 as T → ∞

where

(a) Under the additive measurement error model:

φ∗ = α2
1(α

2
1Γ + σ2

eIp)
−1γ

φ∗

0 = (1− φ∗1p) (α0 + α1µ)

(b) Under the multiplicative measurement error model:

φ∗ = {Γ + σ2
u(γ0 + µ2)Ip}−1γ

φ∗

0 = β0(1− φ∗T1p)µ

– p.40/54 –



Adjustment of Measurement Error Effects
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Adjustment of Measurement Error Effects

Basic Idea

find µ̃ and the γ̃k which are expressed in terms of the observed data X∗

t such that

µ̃ and µ̂ have the same limit in probability

γ̃k and γ̂k have the same limit in probability for k = 0, . . . , p

Estimating Equation

Estimators φ̃, φ̃0 and σ̃2
ǫ are obtained by solving

φ = Γ̃−1γ̃

φ0 =
(
1−∑p

i=1 φi

)
µ̃

σ2
ǫ = γ̃0 − 2φTγ̃ + φTΓ̃φ

Theorem 0 Assume regularity conditions. Then as T → ∞

(1) φ̃
p−−→ φ, φ̃0

p−−→ φ0, and σ̃ǫ
2 p−−→ σ2

ǫ ;

(2)
√
n(φ̃− φ)

d−−→ N(0, GQGT),

where G is the matrix of derivatives of φ̃ with respect to the components of (γ̂∗

0 , γ̂
∗T)T,

and the form of Q depends on the measurement error model.

– p.42/54 –



Adjustment of Measurement Error Effects

Forecasting

X̂T+h = φ̂0 + φ̂1X̂T+h−1 + . . .+ φ̂pX̂T+h−p

with X̂j estimated from the measurement error model

Prediction Error

the h-step prediction error with the AR(1) model is

E{(X̂T+h −XT+h)
2}

=





φ2h

1
σ2

e

α2

1

+
1−φ2h

1

1−φ2

1

σ2
ǫ for the additive error model

φ2h
1

(
σ2

ǫ

1−φ2

1

+
φ2

0

(1−φ1)2

)
σ2
u +

1−φ2h

1

1−φ2

1

σ2
ǫ for the multiplicative error model

Remark

These procedures are developed under the assumption that the measurement error

model and the associated parameters are known.

This assumption is usually untrue in applications. But the developed procedures are

useful for conducting sensitivity analyses to understand the impact of measurement

error on inference results.
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Sensitivity Analysis for the Fatality Rate in
Canadian Provinces: Ontario and British Columbia
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Uncertainty in Defining the Fatality Rate

Definition 1: Yt =
the # of deaths on day t

the # of cases up to day t

Definition 2: Yt =
the # of deaths on day t

the # of cases up to day t−10

Definition 3: Yt =
the # of deaths on day t

the # of cases up to day t−14

Remark

Definition 1 is conventionally used.

Definition 2 is proposed based on the fact that the median time from onset of

symptoms to ICU admission is around 10 days (Huang et al. 2020)

Definition 3 is taken by Baud et al. (2020) with the consideration that the maximum

incubation period is assumed to be up to 14 days.

Source: Baud et al. (2020)
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Comparison of the Fatality Rate from Different Definitions

Fatality Rate of Ontario and British Columbia (BC)
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Sensitivity Analysis of the Fatality Rate

Data

We use the COVID-19 data in British Columbia and Ontario containing the daily

confirmed cases and deaths from April 10 to May 4, 2020.

Goal

forecast the fatality rate for May 5-9 of 2020 in British Columbia and Ontario

Sensitivity Analysis

Starting Point:

If under-reported cases are only caused from undetected asymptomatic cases, then

Yt−i = (1− τ)Y ∗

t for i = 0, 10, 14

where τ represents the average rate of asymptomatic infections; set τ = 46% as the

estimate from the meta-analysis of He, Yi and Zhu (2020).

Multiplicative Model: β0 = 1
1−τ

; σ2
u = 0.22 or 0.52

Additive Model: α0 = 0 and α1 = 1
1−τ

; σ2
e = 0.12 or 0.32

Note: Yt may be transformed by “differencing" to make the series (nearly) stationary.
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Sensitivity Analysis: Definition 1 - BC vs ON
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Sensitivity Analysis: Definition 2 - BC vs ON
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Sensitivity Analysis: Definition 3 - BC vs ON
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Concluding Remarks
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Take Home Messages

Confirmed cases are commonly error-contaminated:

under-reported:

- limited test capacity

- asymptomatic patients are not detected.

testing error:

- false positive

- false negative

Incubation times varies from individual to individual:

- recall bias

- reporting bias

Fatality rate estimates based on Definition 1 may not be representative of the actual

death rate.

- reported confirmed cases on a given day usually contracted the virus

at an earlier time
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Take Home Messages

COVID-19 data are available from multiple sources, and many methods have been

developed:

- statistical validity/efficiency

- modeling complexity/validity

- computation complexity/feasibility
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COVID-19 data are available from multiple sources, and many methods have been

developed:

- statistical validity/efficiency

- modeling complexity/validity

- computation complexity/feasibility

An issue is often overlooked:

- EXAMINING DATA PROVENANCE AND QUALITY IS CRUCIAL!

Reported COVID-19 data are not automatically useful:

- Ignoring error in COVID-19 data can yield misleading results!

- Carefully scrutinizing COVID-19 is needed!

Characterizing the form and degree of error in COVID-19 data can be difficult:

- Conducting sensitivity analyses may be a viable strategy!
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